
Computers and Chemical Engineering 29 (2005) 1225–1235

Process industry supply chains: Advances and challenges

Nilay Shah
Centre for Process Systems Engineering, Department of Chemical Engineering, Imperial College London, London SW7 2AZ, UK

Available online 12 April 2005

Abstract

A large body of work exists in process industry supply chain optimisation. We describe the state of the art of research in infrastructure
design, modelling and analysis and planning and scheduling, together with some industrial examples. We draw some conclusions about the
degree to which different classes of problem have been solved, and discuss challenges for the future.
© 2005 Published by Elsevier Ltd.
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. Introduction

The EU has a strong position in the process industries,
hich constitute a significant proportion of its manufactur-

ng base. The chemicals sector (excluding pharmaceuticals,
ood and drink and pulp and paper) contributes 2.4% of EU
DP. Process companies often sit in the middle of wider sup-
ly chains and as a result traditionally perform differently to
ompanies operating at the final consumer end of the chain.
ig. 1indicates where the products of the Europeanchemical
i.e. excluding pharmaceuticals, food and drink, etc.) industry
nd up.

In our experience, supply chain benchmarks for the pro-
ess industries do not measure up well when compared with
ther sectors (e.g. automotive). Examples of such bench-
arks are:

(i) stock levels in the whole chain (“pipeline stocks”) typ-
ically amount to 30–90% of annual demand, and there
are usually 4–24 weeks’ worth of finished good stocks;

(ii) supply chain cycle times (defined as elapsed time be-
tween material entering as raw material and leaving as

Process industry supply chains, involving manufactu
suppliers, retailers and distributors, are therefore strivin
improve efficiency and responsiveness. For “world cl
performance, both the network and the individual com
nents must be designed appropriately, and the allocati
resources over the resulting infrastructure must be perfo
effectively. The process industries have been hampered
quest by both intrinsic factors (e.g. the need to influence
cesses at the molecular level, and wide distributions of
ages) and technological factors (e.g. availability of tools
supply chain analysis). There are a number of reason
this, many of which relate to details of process and plan
sign, and to the prevailing economic orthodoxies when
decisions were taken. It is often difficult to effect large
provements simply by changing logistics and transacti
processes—fundamental changes at the process and
level and at the interfaces between the different constitu
of the value-chain from product discovery to manufac
and distribution are often required. The process indus
will face new challenges in the future. These include:

• a desire to move from a product-oriented business

product) tend to lie between 1000 and 8000 h, of which
only 0.3–5% involve value-adding operations;

iii) low material efficiencies, with only a small proportion of
material entering the supply chain ending up as product

here

service-oriented business, providing life-cycle solutions
for customers;

• more dynamic markets and greater competition, with
shorter product life-cycles;

• cts
(particularly fine chemicals and pharmaceuticals, w
this figure is 1–10%).

098-1354/$ – see front matter © 2005 Published by Elsevier Ltd.
oi:10.1016/j.compchemeng.2005.02.023
mass customisation (trying to deliver “specialty” produ
at “commodity” costs);
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Fig. 1. Products of the EU chemical industry (source:CEFIC).

• the need to evaluate, report and improve sustainability and
environmental and social impacts throughout the supply
chain, and aiming to anticipate and respond to future reg-
ulation and compliance requirements (e.g. recovery and
recycling of consumer products at end-of-use).

In this paper, we will review some of the important relevant
and associated research, as well as try to anticipate some of
the emerging challenges for the sector.

1.1. Different views of the process industry supply chain

First of all, it makes sense to define what is meant by
the process industry supply chain. Most companies, and in-
deed researchers, tend to employ a company-centric view
of the supply chain, where the supply chain is seen as con-
sisting of the enterprise in question as a central entity, possi-
bly together with some peripheral partners, typically first-tier
suppliers and customers (Lambert & Cooper, 2000). These
views involve the integration of production and logistics plan-
ning across the enterprise, value-chain management, global
network planning and investment appraisal. There is much
less work on the “extended” supply chain, where the view
is much broader, e.g. encompassing the suppliers’ suppli-
ers and the customers’ customers. This is almost certainly
due to (i) the relative youth of the discipline, and the fact
t y the
u (ii)
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tablishing the best way to configure and manage the supply
chain network. The last involves deciding how to operate the
network to respond best to the external conditions faced by
the supply chain. More generally, “supply chain problems”
can be mapped onto a decision space as inFig. 2.

To different people, “supply chain problems” mean differ-
ent things. The family of problems in these three categories
can be mapped onto a two-dimensional domain as in figure
below. The vertical dimension is self-explanatory. The hori-
zontal dimension intends to depict the customer-facing part
of the supply chain at the rightmost end, and the provision of
primary resources at the leftmost end; the instances displayed
are indicative and will differ from company to company (e.g.
this instance reflects a pharmaceutical supply chain). From
the perspective of the firm, classes of problem may be defined
by the regions 1–15, or combinations of regions. Examples
include:

• Redesign of the logistics network (regions 4 and 5, i.e.
a strategic activity looking primarily at warehouses and
customers).

• Campaign planning at a primary manufacturing site (re-
gion 7).

• Real-time supply chain management and control (regions
11–15).

• Negotiation of long-term supply contracts (region 1).
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hat considerable benefits can be achieved simply b
se of company-centric views of the supply chain and
wariness of supply chain “partners” and a lack of

haring.

.2. Typical supply chain problems

Supply chain problems may be divided into three c
ories: (i) supply chain infrastructure (network) design;
upply chain analysis and policy formulation; (iii) sup
hain planning and scheduling. The first two are essen
elatively infrequent “off-line” activities associated with
Long-term manufacturing capacity planning and va
chain management (regions 1–3).

These problems and progress in relevant research a
iewed in the next three sections. An example of a publi
ndustrial application is provided in each section as well,

view to illustrating both academic research and state o
rt in industrial practice. The paper then concludes w
iew on future developments and challenges.

. Supply chain network design

The “problem” of supply chain network design is v
road and means different things to different enterprise
enerally refers to a strategic activity that will take one
ore of the following decisions:

Where to locate new facilities (be they production, stor
logistics, etc.).
Significant changes to existing facilities, e.g. expans
contraction or closure.
Sourcing decisions—what suppliers and supply base t
for each facility.
Allocation decisions—e.g. what products should be
duced at each production facility; which markets sho
be served by which warehouses, etc.

These decisions aim in some way to increase shareh
alue. This means that models are employed to try to ex
otential trade-offs. These may include:
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Fig. 2. Supply chain problem space.

(i) differences in regional production costs;
(ii) distribution costs of raw materials, intermediates and

products;
(iii) differences in regional taxation and duty structures;
(iv) exchange rate variations;
(v) manufacturing complexity and efficiency (related to the

number of different products being produced at any one
site);

(vi) network complexity (related to the number of different
possible pathways from raw materials to ultimate con-
sumers).

Most companies do not aim to quantify the latter two ex-
plicitly, but rather employ policies (e.g. single-sourcing of
customer zones; exclusive product–plant allocation) to sim-
plify operation to the desired degree.

Models may be steady state or dynamic and may be de-
terministic or deal with uncertainties (particularly in product
demands). Research in this field started very early on, with
location-allocation problems forming part of the early set of
“classical” operations research problems, see e.g.Geoffrion
and Graves (1974)who consider the problem of distribution
system layout and sizing and DC-customer allocation. It was
recognised early on that systematic, optimisation-based ap-
proaches should be used, and that “common-sense” heuristics
might lead to poor solutions (Geoffrion & van Roy, 1979).
T ects.
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o

ork
o by
B d
t the
o s to
p The
p ility
“ re-
s e

previous work according to a number of characteristics,
including:

• treatment of uncertainties and dynamics and production
and supplier capacity;

• ability to include single-sourcing restrictions;
• customer service and inventory features;
• “international” (i.e. taxes, duties, etc.) features;
• number of “echelons” considered (see below);
• cost non-linearities, model size and solution techniques.

They conclude that features that are not well treated in-
clude stochastic elements, accurate descriptions of manufac-
turing processes (and hence capacity), the international as-
pects, extended and multi-enterprise networks and solution
techniques.

In general, the works reviewed above use fairly simple
representations of capacity and treat all data as deterministic.
Given that many of the plants under consideration are flexible
and multipurpose, and there is a wide product slate, a better
representation of capacity and demand uncertainty is required
for more accurate solutions.

Kallrath (2002a)addresses the issue of process and plant
representation. He describes a tool for simultaneous strategic
and operational planning in a multi-site production network.
He aims to optimise the total net profit of a global network,
w ment
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n oval
o con-
t ent
m d ma-
t fact
t d du-
r ped
w ars.
S e not
t

hese early models tended to focus on the logistics asp
learly, much more benefit could be achieved by simult
usly considering the production aspects.

An early example of a production–distribution netw
ptimisation study in the process industries is given
rown, Graves, and Honczarenko (1987)who considere

he biscuit division of Nabisco. Their model involves
pening or closing of plants, the assignment of facilitie
lants and the assignment of production to facilities.
roduction model is based on the relative product-fac
yields”. A thorough review of the work in this area was p
ented byVidal and Goetschalckx (1997). They categoris
here key decisions include: operating modes of equip
n each time period, production and supply of products,
or changes to the infrastructure (e.g. addition and rem
f equipment from sites) and raw material purchases and

racts. A multi-period model is formulated where equipm
ay undergo one mode change per period. The standar

erial balance equations are adjusted to account for the
hat transportation times are much shorter than the perio
ations. Counter-intuitive but credible plans were develo
hich resulted in cost savings of several millions of doll
ensitivity analyses showed that the key decisions wer

oo sensitive to demand uncertainty.
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Sabri and Beamon (2000)also develop a combined
strategic–operational design and planning model, with two
interesting features: a multi-objective optimisation procedure
is used because of the difficulty of trading off very different
types of objectives, and uncertainties in lead times as well
as demands are treated. However, the model is steady state
rather than dynamic.

Tsiakis, Shah, and Pantelides (2001a)show how demand
uncertainty can be introduced in a multi-period model. They
argue that the future uncertainties can captured well through
a scenario tree, where each scenario represents a different
discrete future outcome. These should correspond to signifi-
cant future events rather than just minor variations in demand.
They utilise a multipurpose production model where flexible
production capacity is to be allocated between different prod-
ucts, and determine the optimal layout and flow allocations
of the distribution network.

All of the above works rely on the concept of fixed “ech-
elons”, i.e. they assume a given fundamental structure for
the network in terms of the echelons involved (e.g. suppli-
ers, manufacturing plants, warehouses, distribution centres,
customers). Thus, a rather rigid structure is imposed on the
supply chain and the design procedure focuses on the deter-
mination of the number of components in each echelon and
the connectivity between components in adjacent echelons.
However, changes in the fundamental structure of the network
( oval
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involves the long-term planning of capacity in a single pro-
duction site, represented by a network of processes inter-
connected by material streams. An initial capacity is asso-
ciated with each process, and the problem must determine
which processes to operate in the future (possibly choosing
new processes from a candidate set) and where and when to
expand capacity. In the process industries, production costs
tend to dominate (e.g.Camm et al., 1997), so this decou-
pling of production and logistics is reasonable. One of the
earliest papers in this area was bySahinidis, Grossmann,
Fornari, and Chathrathi (1989)who describe a MILP model,
which selects processes to operate from an integrated
network, and optimises net present value.Sahinidis and
Grossmann (1992)and Liu and Sahinidis (1995)de-
scribe means of improving the solution efficiency of this
class of problem.Liu and Sahinidis (1996)and Iyer and
Grossmann (1998)extended the model ofSahinidis and
Grossmann (1992)to include multiple product demand sce-
narios in each period. They then propose efficient algorithms
for the solution of the resulting stochastic programming prob-
lems (formulated as large deterministic equivalent models),
either by projection (Liu & Sahinidis, 1996) or by decompo-
sition and iteration (Iyer & Grossmann, 1998).

The extension of the objective beyond simple expections
was presented byAhmed and Sahinidis (1998), who argue
that robustness should also be sought. They penalise down-
s cost.
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e.g. the introduction of additional echelons, or the rem
r partial by-passing of existing ones) may sometimes

o economic benefits that far exceed what can be ach
erely by changing the number of components and/o

onnectivity within an existing structure.Tsiakis, Shah, an
antelides (2001b)extend this body of work by develo

ng a general framework that integrates the different c
onents of a supply chain without any a priori assump
s to the fundamental structure of the network. The fra
ork uses the concept of a flexible, generalised pro

ion/warehousing (PW) node. These PW nodes can b
ated at any one of a set of candidate locations, pro
ne or more products using one or more shared resou
old inventories of the above products as well as of
ther material in the network, and exchange material
ther PW or external nodes. The functions of these node

herefore not specified a priori, and neither is any flow
ork superimposed. Rather, the node functionalities (
uction, storage or both) and the flows between node
etermined as part of the optimisation. This tends to r

n “leaner” networks, where storage capacity is only es
ished where necessary. The flexible network structure
rovides more scope for exploiting economies of sca

ransportation.

.1. Process/capacity planning

In the PSE community, the related problem of long-t
apacity planning (usually at a single, albeit complex,
as been considered by several researchers. This pr
,

ide risk, defined here as costs above the expected
pplequist, Pekny, and Reklaitis (2000)also recognise th
imply optimising expected returns can lead to higher ris
utions. They introduce the concept of a risk premium, w
eflects the expected return from known classes of invest
f similar variance to the capacity planning problem un

nvestigation, the idea being that any investment shou
east meet the risk premium.

A fast approximation scheme for scenario-based ca
ty planning problems has been reported byAhmed and
ahinidis (2003); this is guaranteed always to generate a
ible solution.

An interesting area in which significant discrete un
ainty (related to success or failure of product tests and
cal trials). The problem of testing and capacity plannin
his sector has recently been reviewed byShah (2003).

.2. An industrial application

An industrial application is described byCamm et al
1997)who worked on the restructuring of Procter and G
le’s North American supply chain. A year-long project
olving integer programming, network optimisation and
graphical information systems (GIS) was responsible
treamlining the US manufacturing and distribution op
ions with annual savings of US$ 200 million. The ini
etwork comprised 50 product lines, 60 plants, 10 di
ution centres and hundreds of customer zones. A nu
f factors made this initiative particularly timely, includi
eregulation, brand globalisation for production econom
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higher plant reliabilities and throughputs, and excess capacity
from a series of acquisitions.

Product “sourcing” (i.e. the allocation of products to man-
ufacturing sites) was the focus of Camm et al.’s study, with
a secondary focus on distribution network design. Rather
than develop a single comprehensive production-distribution
optimisation model, they decomposed the problem into a
product–plant allocation problem and a distribution net-
work design problem. Raw material and manufacturing costs
tended to dominate, and so the product sourcing problem was
the more important of the two, and relatively independent
of the distribution network design because 80–90% of pro-
duction is shipped directly to customers rather than passing
through P&G’s distribution network.

A family of solutions to the distribution network design
problem is then made available to the product sourcing model.
This simply allocates production to plants to minimise over-
all costs. The problem is solved as a capacitated network flow
problem, with a very crude production model (each plant sim-
ply constrained in terms of total annual production across all
products). The authors make the point that being able to visu-
alise the outputs of large-scale models (via GIS in this case) is
important for their credibility. Even with such a simple repre-
sentation of site capacity, large savings (particularly in terms
of manufacturing costs and the removal of excess capacity)
were identified.
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design and supply chain operation. We have seen many
examples where process design has compromised supply
chain operation (see, e.g.Shah, 2003). Backx, Bosgra, and
Marquardt (1998)concur, and introduce the concept of
supply chain conscious process operation. Process design
for supply chain efficiency will be an important future re-
search area. We will return to this in Section5.

3. Supply chain simulation and policy analysis

Dynamic process simulation has long been recognised as a
useful tool for understanding and improving processes. Sim-
ilarly, supply chain simulation is becoming a popular tool
to formulate policy. As illustrated as far back as1958 by
Forrester, the processes used at different nodes of the supply
chain result in a variety of different dynamic behaviours, often
to the detriment of overall performance. Hence, simulation
is useful in identifying the potential dynamic performance of
the supply chain as a function of different operating policies,
ahead of actual implementation of any one policy. In most
cases, the simulations are stochastic in that they repetitively
sample from distributions of uncertain parameters to build
up distributions of performance measures, rather than point
values.

Beamon (1998)presented a review of supply chain mod-
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.3. Remarks

It should be clear that a very large amount of work has b
ndertaken to address the infrastructure design problem

n the OR/MS and PSE fields. However, there are a num
f outstanding issues, which provide challenges for ong
esearch.

It has not really been shown what an adequate des
tion of manufacturing processes is at this level, and w
the potential benefit of including more detail on the m
ufacturing process is. In the case study above, signifi
benefits were achieved with a low level of resolution; s
sequent studies may require more detail.
The international nature of many supply chains p
vides additional opportunities for optimisation, es
cially when considering features such as transfer pr
taxes, royalties and duties. Combined financial
production–distribution models should be considered
Shapiro’s (2003)review of strategic planning).
Most research still has the enterprise envelope as
boundary conditions. Co-ordinated optimisation acros
extended supply chain should result in significant ben
(see, e.g.Lin et al., 2000).
The full range of uncertainty is not explored (e.g. raw
terial availabilities and prices, product prices, internatio
aspects, etc.)
Perhaps most importantly, from the process engine
perspective, is that there is no connection between pr
ls and partitioned them into “analytical” (i.e. purely dec
tive) and “simulation” (i.e. including procedural elemen
nalytical models are used to optimise high-level decis

nvolving unknown configurations, taking an aggregate v
f the dynamics and detail of operation (e.g. supply c
etwork design). On the other hand, simulation models
e used to study the detailed dynamic operation of a
onfiguration under operational uncertainty, and can be
o evaluate expected performance measures for the fixed
guration to a high level of accuracy. Although the field
Industrial Dynamics” is very large, it tends to concentrate
ogistics and inventory planning and normally ignores p
uction or has a very simplistic representation of produc
e shall therefore concentrate on research with a signifi

roduction element here.
Bose and Pekny (2000)use a model predictive contr

MPC) framework to understand the dynamic behaviour
onsumer goods supply chain. They study different leve
o-ordination between the supply and demand entities.
lso consider forecasting techniques, particularly for pro

ional demands. The forecasting model sets desired inve
argets, which the scheduling model (based on MILP op
ation) tries to meet. This is performed in a repetitive, rol
orizon approach. It allows clear conclusions to be draw
arding promotion and inventory management and the b
ts and drawbacks of different degrees of co-ordination

Perea-Lopez, Ydstie, and Grossmann (2001)study a poly
er supply chain where the manufacturing process is a si

tage batch multi-product reactor, supplying a wareho
istribution network and retailers. They capture the su
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chain dynamics by the balance of inventories and the bal-
ance of orders in terms of ordinary differential equations, to-
gether with the definition of shipping rates to the downstream
product-nodes, subject to some physical bounds and initial
conditions for the inventory and order values. The model
therefore assumes the material and order flows to be contin-
uous. A variety of different supply chain control policies are
evaluated; these are based on a decentralised decision-making
framework. They identify the policies that best mitigate per-
turbations. They extend this work (Perea-Lopez, Ydstie, &
Grossmann, 2003) to include MILP-based scheduling in an
MPC framework, whereby regular solutions are generated
based on the current state and portions of the solution im-
plemented. A centralised approach where all decisions are
taken simultaneously by a co-ordinator is contrasted with a
decentralised approach where each entity makes decisions in-
dependently. The benefits of central co-ordination are clear,
with increases in profit of up to 15% observed in the case
study presented.

Supply chains can be thought of as distributed systems
with somewhat decentralised decision-making (especially for
short-term decisions). The multi-agent-based approach is a
powerful technique for simulating this sort of system. Agent-
based simulation techniques have been reported byGjerdrum,
Shah, and Papageorgiou (2000), Garćıa-Flores and Wang
(2002)andJulka, Srinivasan, and Karimi (2002a, 2002b). In
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processes are modelled. By the latter, we mean how deci-
sions are taken at the different nodes of the chain, who takes
them, what tools/methods are used, etc. This means that the
logic of software tools used for decision-making at various
nodes (e.g. DRP and MRP) are replicated in the simulation
tool. The aim of this approach is to suggest non-invasive im-
provements to the operation of the supply chain. Such im-
provements may come about through changes in parameters
(e.g. safety stocks) or business processes (e.g. relationships
between agents). In order to assess future performance, un-
certainties need to be taken into account. These include prod-
uct demands, process yields, processing times, transportation
lead times, etc. A stochastic simulation approach that sam-
ples from the uncertain parameters is a useful way of deter-
mining expected future performance as well as confidence
limits on future performance measures. Because the uncer-
tainty space is very large, and uncertainties are time varying,
Hung, Kucherenko, Samsatli, and Shah (2003)developed a
very efficient (quasi Monte Carlo) sampling procedure.Shah
(2003)describes two pharmaceutical studies based on this.

An area where stochastic simulation is finding increased
use is in refining the results of relatively coarse optimisation
models. In this case, optimisation models are used to de-
termine important structural and parametric decisions, and
simulation is used to evaluate the distributions of perfor-
mance measures and constraints more accurately. This has
b
s
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h , sim-
ll cases, the different players in the supply chain are re
ented by agents who are able to make autonomous dec
ased on the information they have available and mes

hey receive. The agents include warehouses, custo
lants and logistics functions. InGjerdrum et al. (2000)and
arćıa-Flores and Wang (2002), the plant decision-makin

nvolved production scheduling; the plant agent used a
ercial schedule optimisation package—agent-based

ems have the advantage of being able to provide wrapp
xisting software. The other agents used a variety of rules
o generate orders or to manage inventory). Agents are
o negotiate solutions from different starting points.Garćıa-
lores and Wang (2002)have a single plant supply cha
nd evaluate different inventory management policies, w
jerdrum et al. (2000)have two plants and also evaluate
ffect of different product sourcing rules.Julka et al. (2002b
onsider the operation of a refinery and demonstrate the
ulness in crude procurement, demand tracking and re
nalyses. Overall, the agent-based approach is a good f
ork for the abstraction and modular development of su
hain models, and is supported by some good softwar
elopment tools that have been widely used in other se
e.g. telecoms).

Hung, Samsatli, and Shah (2003)developed a flexible
bject-oriented approach to the modelling of dynamic
ly chains. This is based a generic node which has inb
aterial management, material conversion and outboun

erial management capabilities, and can be specialised
cribe plants, warehouses, etc. Both physical processe
anufacturing, distribution and warehousing) and busi
,

-

.

een reported byKarabakal, Gunal, and Ritchie (2000)who
tudied the VW distribution network in the USA andGnoni,
avagnilio, Mossa, Mummolo, and Di Leva (2003)who de-
elop a robust planning procedure for a multi-site automo
omponents facility.

Blau et al. (2000)consider the “value-chain” problem
isk management at the development stage in the pha
eutical industry. This is a long, costly and inherently ri
rocess with a large up-front commitment. The aim of t
ork is to support the process of product selection and
lanning while managing risk effectively. The developm
ctivities are modelled as a probabilistic activity netw
here each activity has a time, precedence relations, res

equirements and probability of success. The risk of a
f decisions must be balanced against the potential re
he risk/reward ratio can then be used to compare diffe
rug candidates. A screening process removes any obv
npromising candidates, and then the remainder must b
uenced through the development pipeline. A heuristic
roach using simulation with local rules in response to tri
vents (e.g. failure of a test) is employed. This aims to pro
asks as quickly as possible and although there is no gu
ee of not violating resource constraints, these violation
sually not large.

Subramanian, Pekny, and Reklaitis (2001)and
ubramanian, Pekny, Reklaitis, and Blau (2003)ex-

end this work to take explicit account of the resou
equirements of the problem. They make the point th
ingle-level mathematical programming problem can
ope to capture all these features. On the other hand
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ulation techniques cope well with the stochastic elements,
but require local, myopic rules to resolve conflicts or make
choices as they arise. They therefore developed an integrated
optimisation-simulation framework (SIM-OPT), where a
simulator reverts to an optimisation layer (with different
degrees of optimisation) to resolve conflicts or make choices
such as task sequencing. The results show that using
optimisation far outperforms the typical local rules used in
classical simulation. By repetitive simulation, the statistical
trends can be tracked and corporate policy (particularly
in relation to risk and resourcing) can be analysed. Also,
data from the inner simulation loop can be used to update
parameters in the optimisation loop.

3.1. An industrial application

The polymers and resins business of Rohm and Haas was
being squeezed by powerful customers and suppliers and had
not been able to increase prices of key products between 1992
and 1997 (D’Alessandro & Baveja, 2000). An ERP system
was rolled out between 1992 and 1995, but because underly-
ing processes did not change, the expected productivity im-
provements did not materialise. The division therefore under-
took a study to try to improve supply chain margins. Prior to
the study, the policy was quite chaotic, aiming to serve all cus-
tomers equally with constant disruptions to production plans.
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for these classes of products was beneficial. Overall an esti-
mated improvement in throughput of 15% was achieved, and
millions of dollars were saved while operating a more pre-
dictable, less stressful system. Again, the simulation model is
not very complicated, but still identifies significant benefits.

3.2. Remarks

This is very much an emerging area, and one which is
expected to expand rapidly. One key issue is the integra-
tion of business process modelling with the physical aspects
(recipes, resources, etc.). There is no consensus yet on frame-
works for addressing this. A simulation engine needs to repli-
cate or incorporate algorithms used at certain parts of the
supply chain. The emerging frameworks appear to be agent-
based and object-oriented, both of which are suited to mod-
elling complex systems with degrees of distributed decision-
making. These complex, stochastic, discrete-event models
contain adjustable parameters. The application of optimisa-
tion procedures (probably gradient-free) to select good values
for these is another interesting avenue to pursue.

4. Supply chain planning

Supply chain planning considers a fixed infrastructure
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he study involved (i) a review of customer service pol
ii) a review of product demand management; (iii) a rev
f production planning and manufacturing managemen

The review of customer service policy recognised
reating all customers uniformly was not a good idea
laced unnecessary stress on the supply chain. The cus
ase was then arranged into four tiers, where the first tie
ected very important customers responsible for a signifi
roportion of demand, and the fourth tier represented the

ail of very low volume customers with erratic demands. T
ourth tier was then not serviced directly, but rather thro
istributors who managed stock themselves.

There was no formal demand management policy p
o the study, and most products were made to stock w
iew to supplying on short lead times. In the study, prod
ere categorised into four quadrants based on deman
me and demand variability. The contribution of product
ach quadrant to the prevailing inventory costs was fou
e very different. This resulted in a new strategy, whe
ome capacity was dedicated to high volume, low variab
roducts, which were made to stock for low lead times.
esults in far fewer changeovers. The low volume, high v
bility products were to be made to order. Customers w
ave to expect longer lead times and would be expect
rder in production batch multiples.

In order to identify how to allocate products to prod
ion capacity and to estimate the new lead times, a disc
vent supply chain simulation model was developed. Di
nt rules for make to stock and make to order products
valuated, and it was found that segregating the reso
r

ver a short- to medium-term, and seeks to identify how
o use the production, distribution and storage resourc
he chain to respond to orders and demand forecasts
conomically efficient manner. Optimisation methods h

ound considerable application here. A feature of these p
ems is that the representation of the production proces
ends on the gross margin of the business. Businesse
easonable to large gross margins (e.g. consumer good
ialties) tend to use “recipe-based” representations, w
rocesses are operated at fixed conditions and to fixed re
ecipes may also be fixed by regulation (e.g. pharmac
als) or because of poor process knowledge (e.g. food
essing). On the other hand, businesses with slimmer ma
e.g. refining, petrochemicals) are moving towards “prope
ased” representations, where process conditions and (c
rocess models are used in the process representatio
tream properties are inferred from process conditions
ixing rules. We shall consider each of these in turn.

.1. Recipe-based planning

Here, process descriptions based on fixed recipes
een used to optimise production, distribution and sto
cross multiple sites, normally using MILP models.

Wilkinson, Cortier, Shah, and Pantelides (1996)describe
continent-wide industrial case study. This involved o
ally planning the production and distribution of a sys
ith 3 factories and 14 market warehouses and over a
roducts. It was found that the ability of the model to cap
ffects such as multipurpose operation, intermediate st
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and changeovers gave rise to counter-intuitive results, such as
producing materials further away from demand points than
would be expected. This balances the complexity associated
with producing many products in each factory with the extra
distribution costs incurred by concentrating the manufacture
of specific products at specific sites.

McDonald and Karimi (1997)describe a similar problem
for multiple facilities, which produce products on single-
stage continuous lines for a number of geographically dis-
tributed customers. Their model is of multi-period form, and
takes account of capacity constraints, transportation costs and
shortage costs. An approximation is used for the inventory
costs, and product transitions are not modelled. They include
a number of additional supply chain related constraints such
as single sourcing, internal sourcing and transportation times.

Kallrath (2002b)presented a comprehensive review on
planning and scheduling in the process industry. He identi-
fies the need for careful model formulation for the solution
of complex problems in reasonable computational times. He
describes briefly how careful modelling and algorithm design
enables the solution of a 30-day integrated refinery schedul-
ing problem.

Neumann, Schwindt, and Trautmann (2002)describe a
planning tool that can be used at all levels in the supply chain,
including network design, supply chain planning and short-
term scheduling. They emphasise the importance of demand
m y on
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distribution decisions are optimised in a wait-and-see fash-
ion. This makes sense, since production tends to be the main
contributor to lead times.Gupta et al. (2000)investigate the
trade-offs between customer demand satisfaction and pro-
duction costs, using a chance-constrained approach applied
to the problem ofMcDonald and Karimi (1997).

Ryu and Pistikopoulos (2003)aim to deal with two prob-
lematic features in supply chain planning: (i) hierarchical
decision structures with interdependence of the decisions of
different agents and (ii) uncertainty in data. They develop a
bi-level approach, which elegantly captures the interdepen-
dence of the solutions and solve the problem using a para-
metric programming approach.

4.2. Property-based planning

This is a relatively new field, but one which is likely to
grow, given the consolidation of lower margin facilities into
“world-scale” complexes.Jackson and Grossmann (2003)
propose a multi-period non-linear programming model for
the production planning and product distribution of multi-site
continuous multi-product plants. They represent the plants by
non-linear process models. Hence, the operating conditions
and key properties form part of the model variables. A typical
problem involves 12 one-month periods, up to 5 markets, 4
sites and 118 products. A Lagrangean decomposition scheme
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anagement in supply chain planning, but focus mainl
he scheduling application.

Berning, Brandenburg, Gursoy, Mehta, and Tölle (2002)
escribe a multi-site planning-scheduling application, w
ses genetic algorithms for detailed scheduling at eac
nd a collaborative planning tool to co-ordinate plans ac
ites. The plants all operate batchwise, and may supply
ther with intermediates, creating interdependencies i
lan. The scale of the problem is large, involving of or
00 different process recipes and 1000 resources.

Timpe and Kallrath (2000)present a mixed integ
ptimisation-based multi-site planning model, which a

o give accurate representations of production capacity
multi-period model, where (as inKallrath, 2002a) each uni

s assumed to be in one mode per period—this enable
ormulation of tight changeover constraints. An interes
eature of the model is that the grid spacings are shor
he start of the horizon (closer to scheduling) and longer
n (closer to planning). The problem solved involved f
ites in three geographical regions. A similar problem
eit with continuous process networks) is considered byBok,
rossmann, and Park (2000)who develop a bilevel problem

pecific decomposition scheme to deal with larger scale
ems.

The approaches above assume deterministic dem
upta and Maranas (2000)and Gupta, Maranas, an
cDonald (2000)consider the problem of mid-term su
ly chain planning under demand uncertainty.Gupta and
aranas (2000)utilise a two-stage stochastic programm
pproach, where production is chosen here-and-now
.

s used, comparing spatial decomposition (i.e. between
nd temporal decomposition (i.e. decoupling time per
ia the inventory carry-overs). The less intuitive temp
ecomposition method was found to be superior.

Although not strictly a “supply chain” planning proble
he area of refinery planning and scheduling has see
se of process models. For example,Moro, Zanin, and Pint
1998)andPinto, Joly, and Moro (2000)describe a refiner
lanning model with non-linear process models and blen
elations. They demonstrate that industrial scale problem
n principle be solved using commercially available mi
nteger non-linear programming solvers.Wenkai, Hui, Hua
nd Tong (2003)briefly describe a large refinery schedul
nd inventory management model and introduce the co
f marginal value analysis, which identifies critical strea
nd operations.

Neiro and Pinto (2003)extend this work to a set of refine
omplexes, and also add scenarios to account for uncer
n product prices. To ensure a robust solution, the dec
ariables are chosen “here-and-now”. They demonstrat
on-linear models reflecting process unit conditions and

ure property prediction can be used in multi-site plan
odels. They also show that there are significant cost
fits in solving for the complex together rather than for

ndividual refineries separately.

.3. An industrial application

Syngenta produce and sell many varieties of seed cor
rids (Kegler, Jones, Traub, & Lowe, 2003). These are subje
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Fig. 3. Monthly demand variation.

to both yield and demand uncertainties, and suffer from long
lead times because the production process involves growing
the hybrids in the year before they are needed and sold from
inventory. They may remain in inventory for a few successive
seasons before they reach their expiry date. Syngenta’s cus-
tomers (farmers) must choose which hybrids to plant during
their growing season. This choice will depend on a num-
ber of factors including the location, soil, weather and their
experience with particular hybrids in the previous growing
season. An interesting feature is that there is a North Ameri-
can (NA) production (planting) season and a South American
(SA) one 6 months later. This means that a “classical” two-
stage stochastic programming technique may be applied.

When planning the production of yearn, the inventory
on hand for the demands in yearn and the costs for NA
and SA production are known. The demands in yearsn and
n+ 1 and the yields for NA and SA are unknown but can
be represented by distributions. The yields relate to the key
decision variables, which are the areas to plant for each
hybrid.

The variance in the distribution of demand for yearn is
much smaller thann+ 1 since information on yearn− 1 is
available. The two-stage approach uses the expected value
for yearn and commits to the areas planted in NA. The sec-
ond stage decisions are the areas to plant for each hybrid
in SA. These are not selected here-and-now, but rather the
u he ar-
e nd of
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b tion
i cted
g rical
p ases
o SA
p new
a com-
p ound
o can
b s the
b used
a

4.4. Remarks

Many of the points made in section 2.3 hold here as
well, especially with respect to process design, global trade
and classes of uncertainty.Romero, Badell, Bagajewicz, and
Puigjaner (2003)show how to integrate financial and plan-
ning models at the plant level; similar models at the enterprise
level are needed. More work needs to be undertaken on multi-
enterprise (extended) supply chain planning. For illustration,
in Fig. 3 is an order profile for a product of one of our col-
laborators. The dynamics are generated by their customer’s
re-ordering policy. What would be better—an optimised plan
trying to meet hundreds of order profiles like this, or a col-
laborative plan, driven by smoother end-user demands?

The property-based planning area is bound to grow, with
gradual convergence of supply chain and process simula-
tion/optimisation models.

5. Future developments and challenges

A number of challenges have already been posed in Sec-
tions 2.3, 3.2 and 4.4above. We see two generic important
future challenges:

5.1. Improved design for existing processes
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ncertain variables are discretised into scenarios and t
as are determined on a wait-and-see basis. At the e

he first stage, the actual NA yields are known, and the
and for yearn is known with very little uncertainty. At th
nd of the NA growing season, the model is re-run to s

he best here-and-now values for the SA production a
ased on the new yield information. The objective func

n both optimisation models is the maximisation of expe
ross margin. The results were quite different from histo
lans, with considerably higher predicted margins (incre
f US$ 5 million per annum). Qualitatively speaking, the
roduction was historically used as a stop-gap, while the
pproach used it more systematically. The model had no
licated resource constraints since there is no upper b
n the total area planted. This means that each hybrid
e considered independently. Again, this study illustrate
enefits of systematic approaches, even if the models
re not very complicated.
A distinguishing feature of process industry supply ch
s that supply chain performance is very strongly affe
y the flexibility and responsiveness of the production
ess. This is not the case to the same extent in other i
ries. For example, consider the multimedia products su
hain. Here, efficient forecasting, flexible warehouses
eal-time downstream supply chain management and ad
ion are critical; production is very straightforward (stamp
ut CDs and DVDs) and often a lead time of one day ca
ssumed for a product. We believe “process design for
ly chain responsiveness” is an important area that ha
eceive much attention so far. The process industries
ot fully grasped the concept of mass customisation. Fo
mple, instead of using a single reactor to produce diffe
omplete polymers from monomers, why not try to deve
uilding blocks of medium molecular weights and comb
hem as appropriate? To what extent can intermediat
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made at “worldscale” centralised facilities and specialised
products be configured at flexible, near-market facilities?

5.2. Effective design of “new” supply chains

It is evident that the process industry supply chains of the
future will be quite different from those of the past. In ad-
dition, a number of new supply chains (parts of which may
already be present) will emerge. There exists a relatively short
window of opportunity to explore the optimal configuration
of such supply chains before they develop organically—this
may be of vital importance in informing national and in-
ternational policy as well as strategic decisions in industry.
Examples of such “supply chains of the future” include:

• hydrogen, and more generally, supply chains to support
fuel cells;

• water;
• fast response therapeutics (particularly vaccines) for civil-

ian and homeland security uses;
• energy—the provision of the energy needs for a country

can be viewed as a supply chain which is subject to signif-
icant decarbonisation pressures;

• life science products;
• crops for non-food use and biorefineries;
• very

• losed
,

rging
i re-
s )
n nano
t nol-
o ent,
m owl-
e

R

A un-

A for

A cer-

B dy-
-

B dels

Berning, G., Brandenburg, M., Gursoy, K., Mehta, V., & Tölle, F.-J.
(2002). An integrated system for supply chain optimisation in the
chemical process industry.OR Spectrum, 24, 371–401.

Blau, G., Mehta, B., Bose, S., Pekny, J., Sinclair, G., Keunker, K., et
al. (2000). Risk management in the development of new products in
highly regulated industries.Computers and Chemical Engineering, 24,
1005–1011.

Bok, J. K., Grossmann, I. E., & Park, S. (2000). Supply chain optimization
in continuous flexible process networks.Industrial and Engineering
Chemistry Research, 39, 1279–1290.

Bose, S., & Pekny, J. F. (2000). A model predictive framework for plan-
ning and scheduling problems, a case study of consumer goods supply
chain.Computers and Chemical Engineering, 24, 329–335.

Brown, G. G., Graves, G. W., & Honczarenko, M. D. (1987). Design
and operation of a multicommodity production/distribution system
using primal goal decomposition.Management Science, 33, 1469–
1480.

Camm, J. D., Chorman, T. E., Dill, F. A., Evans, J. R., Sweeney, D.
J., & Wegryn, G. W. (1997). Blending OR/MS, judgment, and GIS:
Restructuring P&G’s supply chain.Interfaces, 27(1), 128–142.

D’Alessandro, A. J., & Baveja, A. (2000). Divide and conquer: Rohm and
Haas’ response to a changing specialty chemicals market.Interfaces,
30(6), 1–16.

Forrester, J. (1958, July–August). Industrial dynamics: A major break-
through for decision makers.Harvard Business Review, 36(4), 37–66.
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low sulphur diesel) from natural gas in situ);
waste-to-value and reverse production systems (c
loop supply chains, see e.g.Realff, Ammons, & Newton
2000).

Although research in basic sciences related to eme
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